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Talk structure 

 Overview of risk prediction modelling 

 Motivating example – pneumonia after cardiac surgery 

 Methodological work 

– Simulation study 1; missing data arises according to “missing at 

random” mechanism 

– Simulation study 2; “missing as normal” 
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Purpose of disease risk prediction 

 1 Aid to clinical treatment decision-making 

 2 Education tool for clinicians and patients 

 3 Adjustment for case mix in performance audits 

 4 Identification of patients for research studies 

 5 Usually intended to complement judgment of 

health care professionals 



5 

Risk prediction applications 
 NHF & CSANZ 2005 guideline on cost-effective lipid management: 

– Lipid-modifying therapy indicated for primary prevention in patients with 

absolute risk 15%+ of CVD event in next 5 years according to 1991 

Framingham equation (e.g. NZ CVD absolute risk calculator) 

 Breast Cancer Risk prediction calculator: 

– enables women to assess their risk of breast cancer from age, family 

history of breast cancer, use of the contraceptive pill, hormone 

replacement therapy etc. http://canceraustralia.nbocc.org.au/risk/yourrisk.html 

 Daily Telegraph (UK):  

– “The Dr Foster Hospital Guide, published today, reveals the death rates 

at all NHS trusts in England for 2010-11 and shows if they are higher or 

lower than expected.” 

– Expected, i.e. predicted mortality from prediction equations such as 

EuroSCORE, POSSUM, STS etc. 

 Transcatheter aortic valve implantation trial; among the inclusion criteria is 

“Subject must have STS mortality risk score ≥3% and ≤8%” 
http://riskcalc.sts.org/STSWebRiskCalc273/de.aspx 



The methodology of risk prediction 
 Develop a new model 

– Define patients of interest 

– Identify data set of risk factors and outcome of interest 

• possible problem of missing data 

– Apply logistic regression, Cox PH reg, neural network, etc 

– Assess internal validity / performance 

• optimism-corrected by bootstrap resampling of modelling procedure 

• N-fold cross-validation 

• Split-sample approach 
 

 Perform external validation – model performance in a new context 

– Identify new data set 

• possible problem of missing data and missing risk factors 

– Apply new model and quantify performance 

– Possibly update model 
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Steyerberg “Clinical Prediction Models” 

Fig. 1.1 Studies in PubMed with the terms 

“prognostic model” or “prediction model” in the 

title, as a fraction of total number of studies in 

PubMed (676,000 in 2005) 



Cautionary tale – the QRISK story 

 July 2007 - BMJ published a new CVD risk prediction tool, QRISK, for 

primary care in UK 

– electronic database representative of primary care; 10 million 

patients over a 17 year period from 529 general practices 

– Large missing data problem, e.g. ~70% missing TC/HDL levels  

 Modelling method employed multiple imputation 

 Developed tool omitted TC/HDL 

 July/August 2007 - Letters to editor 

– “effect for TC/HDL completely inconsistent with previous studies” 

– Use of MI flawed due to omission of disease outcome from the 

imputation model 

 2008 – BMJ publish QRISK2 which is used for online calculator 
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Case study: External validation of a 

model for pneumonia after CABG surgery 

 Pneumonia is a leading cause of increased LOS in ICU and increased 

mortality rates 

 Leads to elevated health care costs among patients who have 

undergone cardiac surgery 

 North American study used 17,143 CABG patients to develop a new 

model to predict nosocomial pneumonia after surgery (Kinlin 2010, CID) 

 External validation of this model is lacking 
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used logistic regression analysis (backwards-elimination algorithm)  

to identify 13 predictive factors (out of 35 considered) for risk of 

pneumonia after CABG surgery 

North American study 

Internal validation: split-sample 

Patients were randomly assigned to either the derivation (n=8,572) or 

validation (n=8571) subsets.  

Dealing with missing values: single imputation 

When risk factor information was missing, it was assumed that the 

patient was in the low-risk category   



To undertake the first external validation study of this model 

using the multi-centre Australian and New Zealand Society of 

Cardiac and Thoracic Surgeons (ANZSCTS) registry, 

n>23,000. 

Objective of our analysis  

http://au.images.search.yahoo.com/images/view;_ylt=A0S0uD6J39dPNCsAoVAN5gt.;_ylu=X3oDMTBlMTQ4cGxyBHNlYwNzcgRzbGsDaW1n?back=http://au.images.search.yahoo.com/search/images?p=puzzle+update+images&n=30&ei=utf-8&fr=chr-yie8&tab=organic&ri=468&w=900&h=675&imgurl=thesologuide.com/wp-content/uploads/2009/08/bigstockphoto_Unique_Puzzle_Conept_2164079.jpg&rurl=http://thesologuide.com/1230/finding-your-usp/&size=205.7+KB&name=bigstockphoto_Unique_Puzzle_Conept_2164079&p=puzzle+update+images&oid=8bb57bf1ed0a9351c2bed09cc728e2e0&fr2=&fr=chr-yie8&tt=bigstockphoto_Unique_Puzzle_Conept_2164079&b=451&ni=180&no=468&tab=organic&ts=&sigr=11e8jf69i&sigb=13jnsitfo&sigi=12qkbnk47&.crumb=D4HqQ5.GECa


Patients undergoing isolated CABG surgery or valve+CABG 

procedures. 

Similar demographics: >70% male mean age ~67-68y 

Outcome definition varied ANZSCTS 5%, Kinlin 2%  

 Yet mortality ANZSCTS 2% v Kinlin 4% 

Four risk factors unavailable in ANZSCTS  

Missing values assumed to be in low risk category (also 

performed complete case analysis) 

Similarities & differences 



Model risk factor 
Point 

score 

Kinlin 

% 

ANZSCTS 

% 

Mechanical ventilation>1 day 11 21 10 

Underweight 7 2 1 

PTCA during hospitalization  5 4 1 

Prior CABG with IM artery graft 5 3 NA 

Smoking history 4 33 66 

Cancer history 4 9 NA 

Vancomycin administration pre-op 4 7 NA 

Creatinine >1.2 mg/dl  3 25 27 

Admitted from non-residential setting 3 23 NA 

COPD 3 15 3 

Emergent surgery  3 8 4 

CCS class ≥3 2 42 47 

Intra-op blood transfusion  2 39 41 



Results 

AUC (95% CI) H-L  
P-value 

Comment 

Model development Kinlin et al 0.78 (0.75,0.82) 0.7 Good discrimination, 
well calibrated 

Internal validation Kinlin et al 0.75 (0.71,0.78) 0.2 

External validation Missing as low 
risk 

0.69 (0.68,0.71) <0.001 Acceptable 
discrimination? 
Unsatisfactory 
calibration? 

External validation Complete case 0.69 (0.68,0.71) <0.001 

Updated model 0.71 0.5 



Characteristic 
Published 

coefficient 

Updated 

coefficient 

Point 

value 

Mechanical ventilation>1 day 1.75 1.47 11 

Underweight 1.06 0.11 7 

PTCA during hospitalization  0.77 0.05 5 

Smoking history 0.58 0.44 4 

COPD 0.54 0.06 3 

Creatinine >1.2 mg/dl  0.46 0.09 3 

Emergent surgery  0.44 0.18 3 

Intra-op blood transfusion  0.36 0.69 2 

CCS class ≥3 0.32 0.15 2 

Prior CABG with internal mammary artery graft 0.82 Not available 5 

Vancomycin administration pre-op 0.64 Not available 4 

Cancer history 0.59 Not available 4 

Admitted from non-residential setting 0.41 Not available 3 

Prediction of nosocomial pneumonia; Published and Updated 

prediction tools 



First external validation of a prediction model derived from 

American-Canadian patients 

 

Demonstrated discrimination ability of borderline 

acceptability and poor calibration for the prediction model 

 performance improved by model updating 

 

Reinforces the importance of external validation of 

predictive models.  

Highlights the challenge of missing risk factor values 

and missing risk factors 

 

We will use the updated model as a patient-level adjustment 

when exploring hospital-level risk factors for pneumonia  

Conclusion 



Missing data in risk prediction: 
 

Multiple imputation versus complete case? 
 

Is missing as normal ever a sensible strategy? 



Justifying methodological approaches 

• Missing data on risk factors sometimes assumed to be 
– Missing at random (MAR) 

• By default, according to variables in model (complete case analysis) 
• According to a specific imputation model 

– “missing as normal” (MAN) 

• Question 1: If true missing data mechanism is MAR then 
which approach to data analysis is preferable? 
– complete case (CC), multiple imputation (MI) or MAN? 
– Evidence exists to support use of MI in this context but 

• Evidence base is incomplete 
• Unclear the degree of advantage 
• Little study of whether an advantage exists when validating models 

• Question 2: What if missing data mechanism is close to 
MAN? 



Existing evidence: CC v. MAN v. MI 

• Main problem with CC is reduced precision in 
estimation of model coefficients 
• Possible bias if MAR requires variable other than those in 

model 

• Downward bias in discrimination? 

• Single imputation (e.g. replace with “low risk” / 
“normal”, MAN approach) 
– Almost certain bias in model coefficients if MAR missingness 

– Over-estimates precision of model coefficients 

– Downward bias in discrimination? 

 

 



Multiple imputation 

• Use observed relationships among variables included 
in an imputation model to generate a plausible value 
to replace each missing value 

– Repeat m times, i.e. m completed datasets created 

– Analyse each dataset m results; combine using Rubin’s 
rules 

• Possibly biased estimates if true missingness process 
doesn’t match MAR of imputation model 

• Appropriate precision in model estimates 

• Congeniality of imputation and analysis model is 
essential 



Motivation for simulation design 
• Reflect four examples 

– prediction of incident diabetes in older Americans (Kanaya2005) and in 
Thailand (Aekplakorn2006) 

– two clinical patient management examples; prediction of fistula maturation 
failure in preparation for hemodialysis (Lok2006) and prediction of 6-month 
mortality among older patients with heart failure (Huynh2008).  

• Examples share the following characteristics 
– small sample size for model development (n of 1549, 2667, 422, 282)… 
– …and validation (n between 445 and 2503) 
– small number of risk factors in developed model (number of OR = 6, 9, 4, 4) 
– mix of demographic and clinical or laboratory measures among the risk factors 

often with prevalence close to 50% 
– reasonable discrimination (AUC = 0.73, 0.75, 0.76, 0.80 in development data).   

• For simplicity we narrow our focus to missing data in one predictor 
– E.g. fasting glucose concentration in a model for incident diabetes that also 

contains demographic (age, sex) and clinical (BMI) measures.   

• Restrict investigation of internal validity to split sample approach 



Simulation study design – outcome 

• 2000 datasets with n=1500 simulated using a logistic 
relationship between outcome and four binary risk 
factors 
– X1, X2 have 20% prevalence 

– X3, X4 have 50% prevalence 

– weak pairwise correlations among X1-X4 

– logit (Y=1|X1-X4) = -5.3 + 1.6X1 + 0.8X2 + 1.6X3 + 0.8X4 

• Outcome prevalence = 5%  
– expect 75 events in n=1500; 19 events per model coefficient 

• AUC=0.80 
• Repeat entire simulation with continuous X3 

 

 



Simulation study design – introducing 
missing data 

• 0, 5, 15, 30 and 50% of values of risk factor X1 set 
to missing 
– Under MCAR assumption (missingness not dependent 

on any observed or unobserved data) 

– under the MAR assumption X1|X3: 
• P(X1 missing | X3=0) = 3p 

• P(X1 missing | X3=1) = p 

• To deal with missing data when developing and 
validating models:  
– MAN, CC, MI 

 

 



Simulation study design – validation scenarios 

• In each of the 2000 simulations 

• New datasets n=750 generated for validation 

 

• Five different validation scenarios  

– split sample validation,  

– external validation varying outcome prevalence 

– external validation varying discrimination.  

 



Five validation scenarios 

Scenario Prevalence of 
outcome 

AUC Type Comment 

1 5% 0.80 Internal Split-sample 

2 5% 0.75 External Worse true discrimination 
ability of X1-X4 

3 5% 0.85 External Better true discrimination  

4 2.5% 0.80 External Lower prevalence 

5 10% 0.80 External Higher prevalence 



Summary across 2000 simulations 

• Statistics of interest included: 

– bias and variability in estimated model parameters 

– Coverage 

– discrimination as assessed using area under the 
ROC curve, AUC 

– calibration  

• as assessed using Hosmer-Lemeshow goodness of fit 
tests in the development dataset 

• calibration-in-the-large, calibration intercept and slope 
in validation datasets 

 









Conclusions from simulation study 1 

• Suggests that MI is preferred to CC and MAN for both 
model development and validation 

– In relatively small datasets (with about 19 EPV) 

– With missing data in a single predictor 

– Under specific MAR assumption (probablity of missing in 
X1 is 3 times higher for X3=0 than X3=1) 

• When data are MAR, using MAN introduced 
downward bias in discrimination 

– can be viewed as worst-case scenario regarding model 
performance? 

– Useful for sensitivity (to missing data) analysis? 

 

 

 



Simulation study 2 
• If missing data mechanism is MAR then MAN 

introduces bias and overestimates precision 
 

• But what if missing data mechanism is close to 
MAN? 
 

• MAN is a non-ignorable missing data assumption 
(missingness depends on unobserved data) 
• has been shown previously that CC can be preferable 

to MI when data are missing according to a non-
ignorable mechanism 



Simulation study design 
• 2000 datasets with n=1500 simulated using a logistic relationship 

between outcome and four binary risk factors 
– weak pairwise correlations among X1-X4.  

• 5, 15, 30 and 50% of values of risk factor X1 set to missing 
– under MAR assumption 
– under “tending towards” MAN 
– under “nearly” MAN 

• To deal with missing data when developing and validating models: 
used MAN, CC, MI 

• Five different validation scenarios were investigated 
– split sample validation,  
– external validation when external dataset has higher (or lower) 

outcome prevalence than development data 
– external validation when an external dataset has better (or worse) 

true ability of the four risk factors to discriminate outcome.  

 



Design details 

logit (Y=1|X1-X4) = -5.3 + 1.6X1 + 0.8X2 + 1.6X3 + 0.8X4 

• X1 20% (abnormal:normal 1:4) 

• X2 20% 

• X3 50%, X4 50% 

• AUC 0.8 

 

• MAN: all missing values of X1 have X1=normal 

• Tending towards MAN: X1 abnormal/normal 1:9 split of 
missing values 

• Nearly MAN: 1:19 split of missing values 

 





Results 

• When true mechanism tended towards MAN… 
• using MAN to deal with the missing data problem led to 

bias in estimates of the coefficient for X1.  

• MAN under-estimated AUC in development and validation 
datasets.  

• CC led to bias in the assessment of calibration-in-the-large.  

• MI exhibited least bias across all model performance 
measures that were considered.  

 

• Under “nearly MAN”, as the % missing in X1 increases, 
the same pattern of findings are still observed. 



Conclusions 

• Even when the true missing data mechanism is nearly 
MAN, using MAN as the method for dealing with missing 
data in development and validation of risk prediction 
models is not preferable to using MI.  
• However CC is not necessarily an acceptable alternative to MAN 

in this scenario.  

• Under MAR, MI is preferable to CC and MAN 
• These results bring into question the ongoing use of CC and 

MAN for dealing with missing data problems in the 
development and validation of risk prediction models.  

• However, further comparisons are warranted as MAN is a 
non-ignorable missing data assumption and it has been 
shown previously that CC can be preferable to MI when 
data are missing according to a non-ignorable mechanism. 
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